
NAVEDTRA 12845 Training Manual (TRAMAN)
Naval Education and April 1997 and Nonresident Training
Training Command 0502-LP-003-5230 Course (NRTC)

Radioman Training
Series

Module 1—Administration
and Security

Only one answer sheet is included in the NRTC. Reproduce the
required number of sheets you need or get answer sheets from your
ESO or designated officer.

DISTRIBUTION STATEMENT A: Approved for public release; distribution is unlimited.

The public may request copies of this document by following
the purchasing instruction on the inside cover.

0 5 0 2 L P 0 0 3 5 2 3 0



Although the words “he,” “him,” and “his”
are used sparingly in this manual to enhance
communication, they are not intended to be
gender driven nor to affront or discriminate
against anyone reading this text.

DISTRIBUTION STATEMENT A Approved for public release; distribution is unlimited.

The public may request copies of this document by writing to Superintendent of Documents, Government Printing
Office, Washington, DC 20402-0001 or to the Naval Inventory Control Point (NAVICP) - Cog “I” Material,
Attention Cash Sales, 700 Robbins Avenue, Philadelphia, PA 19111-5098.



RADIOMAN TRAINING SERIES

MODULE 1—ADMINISTRATION
AND SECURITY

NAVEDTRA 12845

1997 Edition Prepared by
RMCS(SW/AW) Deborah Hearn and

DPC(SW) Walter Shugar, Jr.





PREFACE

This training manual (TRAMAN), together with its nonresident training
course (NRTC), NAVEDTRA 12845, form a self-study training package for
personnel fulfilling the requirements of the Radioman rating. The TRAMAN
provides subject matter that relates to the occupational standards for the RM
rating. The NRTC consists of several assignments to help the student
complete the TRAMAN.

This edition includes information on AIS administration, communications
administration, communications security, AIS security, and general security.

This training manual was prepared by the Naval Education and Training
Professional Development and Technology Center, Pensacola, Florida, for the
Chief of Naval Education and Training.

1997 Edition

Stock Ordering No.
0502-LP-003-5230

Published by
NAVAL EDUCATION AND TRAINING PROFESSIONAL

DEVELOPMENT AND TECHNOLOGY CENTER

UNITED STATES
GOVERNMENT PRINTING OFFICE

WASHINGTON, D.C.: 1997

i



ii

THE UNITED STATES NAVY

GUARDIAN OF OUR COUNTRY

The United States Navy is responsible for maintaining control of the sea
and is a ready force on watch at home and overseas, capable of strong
action to preserve the peace or of instant offensive action to win in war.

It is upon the maintenance of this control that our country’s glorious future
depends; the United States Navy exists to make it so.

WE SERVE WITH HONOR

Tradition, valor, and victory are the Navy’s heritage from the past. To
these may be added dedication, discipline, and vigilance as the watchwords
of the present and the future.

At home or on distant stations we serve with pride, confident in the
respect of our country, our shipmates, and our families.

Our responsibilities sober us; our adversities strengthen us.

Service to God and Country is our special privilege. We serve with honor.

THE FUTURE OF THE NAVY

The Navy will always employ new weapons, new techniques, and greater
power to protect and defend the United States on the sea, under the sea,
and in the air.

Now and in the future, control of the sea gives the United States her
greatest advantage for the maintenance of peace and for victory in war.

Mobility, surprise, dispersal, and offensive power are the keynotes of the
new Navy. The roots of the Navy lie in a strong belief in the future, in
continued dedication to our tasks, and in reflection on our heritage from
the past.

Never have our opportunities and our responsibilities been greater.
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SUMMARY OF THE RADIOMAN
TRAINING SERIES

MODULE 1

Administration and Security—This module covers Radioman duties
relating to administering AIS and communication systems. Procedures and
guidance for handling of classified information, messages, COMSEC material
and equipment, and AIS requirements are discussed.

MODULE 2

Computer Systems—This module covers computer hardware startup,
including peripheral operations and system modification. Other topics dis-
cussed include computer center operations, media library functions, system
operations, and troubleshooting techniques. Data file processes, memory
requirements, and database management are also covered.

MODULE 3

Network Communications—This module covers network administration,
LAN hardware, and network troubleshooting. Related areas discussed are
network configuration and operations, components and connections, and
communication lines and nodes.

MODULE 4

Communications Hardware—This module covers various types of com-
munications equipment, including satellites and antennas. Subjects discussed
include hardware setup procedures, COMSEC equipment requirements,
distress communications equipment, troubleshooting equipment, satellite
theory, and antenna selection and positioning.

MODULE 5

Communications Center Operations—This module covers center opera-
tions, including transmit message systems, voice communications, center
administration, quality control, and circuit setup/restorations. Guidelines for
setting EMCON and HERO conditions and cryptosecurity requirements are
also discussed.
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CHAPTER 1

AIS ADMINISTRATION

LEARNING OBJECTIVES

Upon completing this chapter, you should be able to do the following:

l

l

l

l

l

l

l

l

l

l

Describe the preparation and monitoring of the run schedule.

Examine console printouts, logs, and describe the analysis of console
printouts and logs.

Schedule computer downtime with users, to include hardware maintenance
and software upgrades.

Prepare emergency urgent change requests, to include application and
system programs.

Prepare, review, and coordinate trouble reports.

Describe how to conduct and update an AIS equipment inventory.

Describe the preparation and analysis of system performance reports.

Explain the establishment and maintenance of system resource limits.

Describe how to project future application growth capabilities.

Explain how to prepare guidelines for contingency/disaster recoveries, to
include adequate replacement parts and backup media and current
backups.

Are scheduling systems really necessary to get
the work done? No; but unless you are working at
an AIS facility with unlimited resources, it would
not be long before confusion and disorder set in if
you did not have one. That would be followed by
unhappy and dissatisfied users demanding their output
products in a timely manner. Users rely on computer
operations and support personnel to get their jobs done
on time.

Whether your AIS facility has one or several
computers, it will be your job to see that the AIS
production work of your command is processed in a
timely reamer. This means schedules. You will need

to develop monthly production schedules in
coordination with user-assigned subsystem
coordinators. You will also need to develop daily
workload schedules to meet user-established deadlines.
If your computer system has online capabilities, you
will need to be sure users have access when they need
it and that the system is responsive.

Technical administration and support are important
aspects of automated information system (AIS) facility
management. As a technical administrator, you will be
making hardware and software projection reports,
software performance reports, hardware utilization
reports, and trouble reports. You will be responsible for
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implementing performance-tuning initiatives to
improve computer system performance. You will also
be expected to project future application growth
capabilities. All these are technical functions needed to
ensure the smooth operation of an AIS facility.

In this chapter, you will learn about the many
varied tasks you may perform as an input/output control
clerk and then as a scheduler, reports preparation,
trouble reports, technical assists, and operational
guidelines. Our objective is to give you a better
understanding of the importance, scope, and
responsibilities that go with processing production
jobs—receiving jobs, scheduling AIS production
within the AIS facility, and ensuring the accuracy and
timeliness of products.

I/O CONTROL

I/O control is the interface between the user and the
computer system. Figure 1-1 shows an example of the
role played by I/O control in the processing of computer
jobs.

I/O CONTROL PROCEDURES

I/O, as you know, stands for input/output. The
people who perform I/O functions are called control
clerks, I/O control clerks, job-staging clerks,
distribution clerks, or computer aids. In short, these are
the people who are responsible for the quality and
control of data processing input and output media and
products. They ensure that the data to be processed
meets all the requirements as outlined in the input
criteria (instructions and procedures), that all data are
processed, that all processing steps are performed, that
the output products are distributed to the appropriate
users once they are complete.

To be an efficient and effective I/O control clerk,
you should be able to work on your own with a
minimum of supervision; work well with other people;
display tact and diplomacy; be a good communicator;
use sound judgment; be logical, methodical, and
persuasive; and most of all be able to respond to users’
requests. Although you may manage to stay out of the
limelight in this job, you do perform an integral function
in the overall ADP operation. The importance and
impact you have (whether it be aboard ship or ashore)
is far-reaching and invaluable. Most opinions
formulated by the AIS users (customers) are based on
the quality of their output products and their personal
contact with you as an I/O control clerk. Your attitude
toward your job and its importance is seen not only by

the customer, but also by your fellow workers,
supervisor, and, in some cases, management. The
quality of your work will be your signature when
dealing with other AIS personnel and customers.

I/O control is a process. Your job will be to follow
your installation’s procedures. Although the
procedures may differ from one installation to another,
they all require the same knowledge and skills.

As an I/O control clerk, you act as the middle person
between the user (customer) and the computer.
Normally, the users come to you with a transmittal or
request form and sometimes with their input—source
documents, magnetic tapes, diskettes, and so on.
Before accepting and logging in their jobs, take a few
moments to look over the transmittal form. Be sure that
all the necessary entries are properly filled in, that they
are readable, and that any special instructions are
understandable. It is better to clear up any
misunderstandings right then and there, rather than
having to contact the user again later and possibly cause
a delay in the job getting on the computer. Never be
embarrassed to ask questions. You must remember that
many of the users you come in contact with are
non-ADP oriented; therefore, it is up to you to help them
understand the process and its requirements.

Once you have logged the job in, you may work
with data entry to prepare data or programs; then with
the media library to pull the needed tapes or disks; and
then with computer operations to have the job run.
Once the job has been run on the computer, you may
check the output products. When you are sure the
outputs are OK, you distribute them according to
instructions, log the job out, and file or return the job
materials to the user.

Study figure 1-1 for a few moments. It will help
you see how the work flows and how you, as an I/O
control clerk, fit in the picture. The fictional areas are
listed across the top of the figure.

As you enter the level of middle management, you
will be required to take on added duties and additional
responsibilities. You will be a technical administrator,
and you will provide support to management. You will
use your expertise to evaluate current procedures and
equipment and to make recommendations for
improvements to operations. This includes estimating
future equipment needs.
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Figure 1-1.—Typical I/O control workflow.
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OPERATIONAL REQUIREMENTS

Your operational requirements will include some or
all of the following tasks:

l

l

l

l

l

l

l

l

l

l

l

l

l

Receive user job requests.

Maintain input and output control logs.

Verify inputs to be processed to ensure they are
correct and in accordance with the run folder or
run instructions.

Make system control language (SCL) run stream
changes as required for correct data processing
of the user’s runs.

Input the user’s run package (jobs) to the
computer operations personnel according to a
schedule.

Monitor the jobs in progress to ensure that all
data are processed and that all processing steps
have been properly performed.

Balance the number of records input relative to
the number output.

Verify the format and the number of copies of
each printed output in accordance with
instructions in the run folder.

Reconcile processing discrepancies and
inconsistencies.

Ensure that printed outputs are complete,
properly collated, and assembled.

Arrange for distribution of outputs to authorized
users.

Operate a variety of auxiliary equipment:
copying machines, decollators, tape cleaners,
CRT terminals, and so on.

Become familiar with the basic operations of the
AIS computer facility.

Now that you are familiar with the process and with
operational responsibilities, let’s look at the parts:
transmittal forms, input control logs, job preparation,
scheduling, monitoring, and output products.

Processing AIS Service Requests

Your first task may be to receive jobs from users.
Each job will have an AIS service request of some type.
A typical AIS service request is illustrated in figure 1-2.
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In looking over this form, you will notice that it
provides you with such information as the following:

l

l

o

l

l

l

l

l

The program name, job number, or task number
that is used to reference a particular job
application;

The user’s name, department and/or
organization, and phone number;

Where and/or to whom the output is to be sent;

The desired completion date of the job;

The computer (machine type) to be used for the
job.

The type of operation to be performed:
production, test, assemble, compile, and so on;

The quantity and type of input media and/or
material to be used: magnetic tape, blank
checks, and so on; and

Any special instructions or remarks the user
wishes to include.

You will also notice that the lower portion of the
AIS service request (see figure 1-2) is reserved for
operations use only. This is where you enter the
time and date that the job was accepted for processing
(lower left-hand corner). The remaining blocks are
used by the people in operations to indicate when the
job started, when it was completed, along with any
significant comments about the job during the time it
was run.

If, while reviewing the user’s request, you happen
to come across a discrepancy or find something that is
incomplete or unclear, be sure to bring it to the user’s
attention. Just remember that throughout the course of
your conversation, you are to be tactful and diplomatic.
You must always keep in mind that you are representing
your command, and the image you project, both
personally and professionally, is as important to your
job as the work that is being submitted. The key word
is communication, NOT confrontation. Once you have
accepted the user’s request, you make the necessary
entries in the job control log.

Job Control Log

A job control log is important, especially when you
deal with multiple users. It will be up to you to keep an
up-to-date record of all jobs received for processing. A
job control log will serve as a continuous point of



Figure 1-2.—A typical AIS service request.
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Figure 1-3.—Job control log.

reference. Figure 1-3 illustrates a typical layout of input
control information.

When you receive a job, make an initial entry in the
log. As the job progresses, make additional entries as
appropriate. For example, if you send input to data
entry to be keyed, record this in the log. In the event a
job or its accompanying input becomes side-tracked,
misplaced, or lost, you still have a means of tracking
down the job or its input. The log can be of great help.
It points out such things as when the job was submitted,
the disposition of the input media, the location or the
computer system to which the job was assigned, the
progress (number of steps) the job has already gone
through, the type and amount of input submitted, the
person who accepted the job, and soon. If you are still
unable to locate the missing item, you are able to notify
the user. That person’s name, organization, and phone
number were initial entries in the log.

Job Preparation

To properly prepare the user’s job (specifically the
input) for processing, you must have a certain amount
of information. This information is located in what is
called a task folder, job folder, run folder, or run
procedure. Do not confuse these with run book, run
manual, or run instructions, which provide computer
program operating instructions for the operators. The
task folder provides you with such things as a run sheet,
control parameters, and output requirements.

RUN SHEET.— The run sheet contains the pro-
gram name or names and the job or task number under

which the job (or system) is to be executed or run. In
addition, it indicates all of the inputs: magnetic tapes,
disks, and diskettes required, depending upon the type
of run or possible options the user selected. There could
be one or several magnetic tapes and/or disk files needed
for the job. You might be required to retrieve them from
the media library, or you might just lookup the tape/disk
numbers and annotate them on the run sheet.

CONTROL PARAMETERS.— The task folder
will also indicate any parameters that are required.
These parameters provide application programs with
variable information, data elements that change from
one run to the next. For example, the type of run requested:
(D)aily, (W)eekly, (M)onthly, (Y)early, (E)dit input
only, and so on, or the entering of a date. You maybe
required to key in one or several of these parameters,
depending upon the complexity of the system.

OUTPUT REQUIREMENTS.— The task folder
and/or the computer run sheet show you all of the output
products: magnetic tapes/disks, and special forms that
are produced during the running of the job or system.
As an I/O control clerk, you maybe tasked to provide
the computer operators with the correct number of
blank, handwritten, or preprinted output tape/disk
labels and ensure a sufficient supply of tapes, disks,
paper, and special forms are on hand before the job or
system is scheduled to be run.

Job Monitoring

Although we would like to believe all jobs run
without error, there are occasions when a program
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prematurely or abnormally terminates. It does not
process to normal end of job (EOJ). When this occurs,
the operator is expected to take whatever corrective
actions are necessary to get the job going again. More
often than not, the operator is able to recover a job by
recreating a tape/disk file, moving the file to another
device, or possibly cleaning the read/write mechanisms
of the device prior to rerun. But, there are times when
the operator will notify you (the I/O control clerk) to
assist in correcting the problem. Such would be the case
when the input parameters are in error, the user’s input
is bad, or the job aborted because of an unrecoverable
program error. If this happens, you maybe responsible
for collecting all the data, both input and output, along
with any memory dumps, and forwarding them all to
the programmer.

During the recovery phase of an operation, the oper-
ator may need you to provide certain input parameters
or tape/disk files before the job can be executed.
Because of time constraints, a job that abnormally
terminates may have to be rescheduled. If so, you may
be responsible for seeing to it that the job gets
rescheduled and that the user is notified of any job delay.
We could go on and on, but by now you are beginning
to get the picture. These examples are just a few of the
many things that can get in the way of achieving a
normal EOJ. We bring them to your attention to make
you aware of the types of problems that can and do arise,
and the manner in which you are to respond. Hopefully,
you now know and are aware that monitoring a job
means more than just calling up the operator to see how
the job is progressing. It means you must oversee the
job to its completion, doing whatever is necessary to
help keep the job (or system) on track.

Output Products

Output from computer processing—The work that
has been completed—may take the form of a printed
document, magnetic tape, or magnetic disk or diskette.
In all cases, both you and the computer operator are
responsible for ensuring that all completed jobs run
successfully. In addition, you are responsible for
identifying and coordinating the various outputs for
each job, and for initiating their correct distribution.

To determine whether a job (or system) ran
successfully (to a normal EOJ) and that all processing
steps were properly performed, you may have to review
the computer console printout. This printout indicates
such things as the number of input records read, the
various input files updated, all error conditions (error
messages) that the operator encountered during the run

and the resulting actions taken, the various output files
created, and so on.

In the majority of cases, the computer console print-
out will provide you with the answers you are looking
for when it comes to reconciling processing discrepancies.
For example, it will inform you of the reasons certain
output products—tapes, diskettes, or report listings—
were not produced. Possibly the operator selected an
incorrect program option, or the input parameters were
incorrect or incomplete before starting the job. In short,
you are responsible and also accountable for every job
you work on, from the time it is submitted by the user
until its delivery back to the user.

When checking the user’s output, you should once
again refer to the run sheet and/or task folder to verify
that all items requested were, in fact, produced. If the
output is in the form of magnetic tape, disk, or diskette,
be sure it is labeled properly, given the proper
classification, and it is on the appropriate media
(magnetic media that has been designated for mail-out
or distribution only).

When checking reports, make sure they were run
on the proper forms (size and type), that no pages are
missing and the correct number of copies were printed,
and that all print is legible and lined up properly.

Once the output is checked, you then package each
completed copy of the report, along with any other out-
put products and the original input, place it in the proper
pickup area, and log the job out in the job control log.
You may need to notify the user when the job is ready.

If, during the course of checking over the user’s
output, you happen to come across something unusual
or you find an error, by all means, pull (reject) the job
immediately, bring it to the attention of your superior,
and notify the user of the delay. Even at this late stage,
it is better to reject a job to connect any problems or
discrepancies rather than to release it, only to have it
returned for rerun later.

USER SUPPORT

The term user support covers a broad range of duties.
They include answering inquiries from users, providing
logistical support, and processing trouble reports.

User Inquiries

Normal inquiries from users include system status,
job status, and reporting trouble. It is the job of the
technician to answer these questions promptly and
accurately. A user might ask:

l Why is the system slow?
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l

l

l

l

What is the status of a particular job?

What step is it in?

Has it printed out yet?

Do I have a problem with my terminal?

Logistical Support

The most common user support you will deal with
is logistical support. This will include the need for new
or different equipment to meet the command’s mission
or current equipment that needs corrective
maintenance, or scheduling preventive maintenance.
Forward this type of user support to the division chief
or the division officer, since it requires the relocation or
the acquisition of equipment.

Trouble Calls

As the technician, you will be receiving and
responding to trouble calls. When the user calls to
submit a trouble call, remember to get all the required
information:

* User’s name;

l Type of trouble encountered;

. Date and time; and

l Job being done when the trouble started.

The preceding is only an example of what might be
included on the trouble report at your command. Your
command will have the reporting procedures for
submitting trouble reports, with an example of a trouble
report. Each command has a specific trouble call
format and a tracking procedure.

CUSTOMER LIAISON

When involved with or communicating with the
user (customer), you must use tact and diplomacy. You
must be able to understand and resolve the requests of
the customer. You will also have to deal with
discrepancies and explain problems to customers. You
must be able to independently recognize and resolve
discrepancies and be knowledgeable enough to know
when you can resolve a discrepancy and when to refer
complex problems to your supervisor or leading chief.

MANAGING PRODUCTION

Once you become a shift supervisor, you will be res-
ponsible for managing the scheduling and operation of
all production activities associated with computer process-
ing within your shift. You will monitor the workflow
and make adjustments to meet changing requirements.
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During your work shift, one of your many jobs will
be to monitor job/production status on a regular basis
to determine if there is any actual or potential slippage
in the schedule. It will be your job to balance operations
resources and optimize workflow. There will be times
when you must make adjustments in the sequence of
work (within the constraints of the overall schedule) to
optimize productivity. In computer operations, you
must be able to examine problems that have occurred
during production and initiate corrective action within
operations or with the users.

THE SCHEDULING ENVIRONMENT
AND REQUIREMENTS

Schedulers and production control coordinators are
responsible for coordinating the work efforts of many
people. They prepare, distribute, and maintain produc-
tion schedules for their AIS facility or data center. They
analyze job requirements (old and new) to determine
the impact each job has on production resources. They
also inform the LPO or division chief when scheduling
requirements will exceed computer system resources.
In short, schedulers act as coordinators from the time a
request is received until a job is successfully completed.
The scheduler is responsible for keeping the AIS
facility’s assembly line running as smoothly and
efflciently as possible. Schedulers ensure that jobs are
scheduled and entered into the production job stream at
the proper time. They also ensure that all necessary
resources are available to maintain a constant workflow
throughout the AIS facility.

PEOPLE, PLACES, and THINGS are the
important factors of a scheduler’s job. The first factor
is PEOPLE. You must learn to deal with various
personalities. The second factor is PLACES. You have
to learn what goes on in other fictional work areas.
The third factor is THINGS. You have to cope with run
times, deadlines, computer hardware and software



malfunctions, problems with production programs, and
TIME itself (that 24-hour period in which you are to
schedule as much production work as possible).

THE SCHEDULING ENVIRONMENT

How difficult is it to prepare a schedule? you might
ask. That depends on the size and complexity of your
data processing installation in terms of hardware,
software, and support personnel. You must consider
many things when preparing a schedule. As a start, you
have to ask yourself the following questions:

l

o

l

l

What types of jobs are to be processed?

In what processing environment will the jobs
run—real-time? online? batch?

What special-handling requirements are there, if
any?

What amount of work is to be processed
(workload)?

As scheduler, you will be responsible for:

Preparing and maintaining established schedules
for various time periods: daily, weekly, and
monthly;

Reviewing and acting on all types of AIS service
requests as they are submitted to you;

Distributing production schedules to various
work areas within your AIS facility;

Organizing data processing priorities for both
scheduled and nonscheduled work;

Entering jobs into the production job stream to
achieve maximum use of computer resources;

Tracking work in progress to ensure everything
is running according to schedule;

Analyzing problems in connection with
production jobs and adjusting computer
processing schedules to use whatever time is
available until problems can be corrected and a
rerun can be initiated;

Maintaining accurate logs and adhering to
administrative reporting requirements; and

Determining the accuracy of schedules based on
reviewing production results.

How you go about scheduling work on the
computer system will depend on two factors. The first
factor deals with how the system is configured. You
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must consider the number of processors and peripheral
devices available and how they interconnect. The
second factor deals with the operating mode of the
computer. The operating mode may be batch, online,
real-time, time sharing, multiprogramming,
multiprocessing, teleprocessing, networking, or any
combination of these. Having knowledge of the
different operating modes will help you understand the
operating environment in which you will be working.
This knowledge will help you understand how to go
about scheduling work for the system.

THE JOB OF SCHEDULER

The job of scheduler, or production control
coordinator as it is sometimes called, requires you to
have specific knowledge and skills if you are to
effectively schedule the computer and the other related
activities that revolve around it. You must have a good
working knowledge of AIS concepts and be thoroughly
familiar with the operation of your facility’s computer
system(s)—the actual hardware components
themselves. You also need to know how the operating
system in use works, what applications and production
jobs you are to schedule, the time it takes to run them,
how to make up job streams using system control
language (SCL) statements, and so on.

One of your primary jobs will be to keep production
schedules up-to-date and as accurate and complete as
possible. In addition to making up production
schedules for computer processing, you must be equally
concerned with two other factors: precomputer
processing and postcomputer processing.

Precomputer processing includes ensuring all
inputs are received on time according to prearranged
schedules. Postcomputer processing includes ensuring
output products are complete, accurate, and delivered
to the user when promised. Too often these areas are
either overlooked or forgotten, because our interest is
generally focused on the computer. We can easily
overload or underload precomputer and postcomputer
resources. This will have the same effect as
overloading or underloading the computer—either user
service deteriorates or AIS services are underused. For
TOTAL AIS scheduling to be achieved, YOU must
consider all of the fictional work areas in the assembly
line, especially the end users. All are affected by the
scheduling process, and because of this, you must give
each work area proper consideration.

Having working knowledge and experience in the
fictional areas for which you will prepare schedules
will also help you. As scheduler, you will be putting



together information from several sources: I/O control,
data entry, and the magnetic media library.

Depending upon how your AIS facility is
structured, your operational requirements will include
tasks, duties, and functions as follows:

*

l

l

l

l

o

l

o

l

l

o

l

l

o

l
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l

Receive user job requests.

Analyze production requirements.

Assign job/run control numbers.

Maintain accurate logs.

Carry out administrative reporting requirements.

Prepare production schedules.

Write SCL statements.

Make up job streams for production runs.

Maintain and revise production schedules.

Distribute production schedules.

Monitor production.

Know how jobs interface.

Be able to read console run sheets and logs.

Know the capabilities and capacities of the
computer systems.

Know the files in use and how to reconstruct
them.

Know how to readjust schedules.

Know the time it takes to run each production
job.

As scheduler, you will work on your own with only
minimal supervision. To be effective, you will need
more than a good working knowledge of your facility’s
hardware components, data processing concepts,
operating systems, and system control languages. You
must be able to:

Work well with other people;

Demonstrate tact and diplomacy;

Use sound judgment;

Be logical, systematic, and persuasive;

Demonstrate analytical ability;

Be a good communicator (speaking, listening,
and writing); and

. Be responsive to users’ needs.

The job of a scheduler is a high-visibility position.
You will be responsible not only for the flow of work
throughout the AIS facility but also for the amount of
work that will be accomplished within an allocated
period of time.

AIS WORKFLOW ANALYSIS

Every AIS facility is site unique regarding the types
of hardware and operating system (OS) software in use.
However, every site does have a formal or informal
workload structure that encompasses all of the AIS
fictional work areas and the users. Figure 1-4
illustrates a typical AIS facility’s workflow structure.
This particular site operates in a multiprogramming
environment and handles batch, online batch, and
real-time processing. Study this figure for a moment.
You will see how the work flows in, and about, and out
of the AIS facility. You will see how you, as a scheduler,
fit into the picture.

In looking at figure 1-4, you will notice this AIS
facility is composed of five fictional work areas:

o

l

*

l

o

Production Control—Scheduling, I/O Control,
Quality Control;

Data Entry;

Computer Operations;

Media Library; and

Technical Support.

Each functional work area is responsible for
specific segments of the workflow. How they work
together and with you, as the scheduler, will determine
if your job is easier or more difficult. Learn what they
do. The next paragraphs will give you a basic
understanding of their responsibilities and their
interactions with other work areas.

PRODUCTION CONTROL personnel act as
liaison between the AIS facility and the user
community. The division chief and LPO normally deal
with users during the initial scheduling phase. They
will assist scheduling by ironing out any problems early
in the scheduling phase. When necessary, they will also
work with the users to adjust data flow and output
schedules based on user and production requirements.

SCHEDULING personnel make production
commitments for the AIS facility to meet user
requirements. They provide processing schedules to
coordinate inputs and outputs between I/O control, data
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Figure 1-4.—AIS facility workflow structure.
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entry, computer operations, and the magnetic media
library.

I/O CONTROL personnel handle all incoming
work for AIS services along with all types of input
media from the user. Some of these inputs are source
documents, magnetic tape, and diskettes. I/O control
personnel perform the following tasks:

Count, verify, edit, and total all source
documents received;

Check that the amount of input data is
approximately the same amount as was indicated
in the production schedule;

Verify all incoming work for accuracy and legibility;

Log all inputs received in various input/output
control logs;

Coordinate the receipt of late submissions with
users and scheduling;

Forward source documents to data entry and
computer inputs to either computer operations or
the media library depending on when the job is
scheduled;

Receive output products from quality control;
process, log, and package output products; and
ensure proper and timely delivery to users.

QUALITY CONTROL personnel review all
completed output products from data entry and
computer operations to determine their accuracy and
completeness before releasing them to I/O control
personnel for further processing and distribution. They
forward incomplete or incorrect jobs to scheduling or
technical support for further investigation.

DATA ENTRY personnel convert source
documents into machine-readable form using some
type of key-driven (terminal) device if this is not done
by the user. They accept source documents, key-enter
and verify all inputs, and return completed data to
quality control so it can be checked for completeness
and accuracy before turning it back over to I/O control
to be submitted with the job.

COMPUTER OPERATIONS personnel operate
the computer and associated peripheral devices in
accordance with authorized schedules. They receive
inputs and associated run instructions from I/O control,
update schedules as the work is completed, forward
output products to quality control, and transfer
magnetic media to the library for further handling and
processing.

MEDIA LIBRARY personnel check in/out tapes,
disks, diskettes, and documentation to computer
operations personnel. They also condition, clean,
retire, store, and transfer magnetic media to off-site
storage and other outside activities.

TECHNICAL SUPPORT personnel provide
scheduling and production control with technical
support, as needed, to resolve production problems.
They examine problems that occur during production
to determine if errors were caused by hardware or
system/applications software. Then, they initiate
corrective action with computer operations and/or
scheduling.

By charting all AIS facility functions and defining
their interrelationships, you, as scheduler, are able to
create a workflow diagram for your particular
scheduling environment. It will help you to decide
which functions and fictional areas require scheduling
and which do not. Now that you have some idea of how
the work flows in, and about, and out of the AIS facility,
let’s see how you, as a scheduler, fit into the picture.

Normally, the users get together with the division
chief, LPO, and yourself (as scheduler) to make their
requests for AIS services known for the upcoming
month(s). This initial scheduling phase is known as the
planning phase or forecasting phase. By knowing these
workload demands early, more time is available to
determine where excessive demands and inadequate
demands are being made on resources. To put it another
way, the forecasting phase allows everyone to see where
there may be an overloading or underloading of AIS
resources.

As the users go about presenting their daily, weekly,
and monthly requirements, you will be busy
incorporating their requirements into the production
schedule. During the forecasting phase, you must
remember to set aside whatever time is needed for file
and computer maintenance. You should pay particular
attention to those out-of-the-ordinary and one-time
requests that tend to pop up. These, too, must be
accommodated in the schedule. When given a new job
where there are no previous production statistics, ask
the user for a rough time estimate of how long the job
may run. Ask if there will be input data, and if so, will
it require data entry services. Know how many and
what resources the job will use. Know the environment
in which the job will run—online, batch, or real-time.
You will want to keep a close eye on new jobs.

Using previous schedules and scheduling
procedures as a guideline, you can begin to prepare
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(plan) a rough schedule. When scheduling old jobs, you
will have expience and history to follow. Knowing
what resources (hardware, software, and personnel)
your AIS facility has available will help you see where
the peaks (overloading) and valleys (underloading) are
in the schedule. It will be your job to take the resources,
the time available, the estimated run times, the time jobs
must be started and completed, and whatever other
information is needed to establish a meaningful and
workable schedule with the best job mix possible. You
will prioritize and plan. Once you have ironed out all
the wrinkles and prepared a smooth schedule, you will
submit it up the chain of command for approval. Once
approved, you will distribute the schedules to the
various functional work areas.

THE BENEFITS OF SCHEDULING

What are some of the benefits of having a schedule/
scheduling system in place? One answer is PREDICT-
ABILITY. A scheduling system makes everyone’s job
easier by adding predictability to the AIS environment.
To your superiors, it provides a means of holding down
costs through better use of personnel and equipment.
Other possible benefits of scheduling areas follows:

l

l

l

l

l

l

l

l

l

l

l

l

l
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Effective use of all AIS resources;

Increased throughput;

Decreased turnaround time;

User deadlines met;

Users made responsible for providing input on
schedule;

Improved communications with users;

Avoidance of overloading and underuse of
resources;

Job delays more readily apparent;

Documentation of scheduling deviations and
their causes;

Reduced confusion within the AIS facility;

Better use of multiprogramming capabilities;

AIS facility able to review its own effectiveness;

Predictability of the effects of an increased
workload; and

Predictability of future equipment and personnel
needs.

All of these benefits can be achieved through an
effective scheduling system.

THE SCHEDULING PROCESS

The scheduling process has three moving parts: you,
the information, and the method. Let’s look at each.

THE SCHEDULER

As scheduler, you must be well organized.
Scheduling jobs through the various work areas within
your AIS facility is much like scheduling the events of
your own personal day-to-day life, except it’s a lot more
technical and involved. You set aside predetermined
amounts of time to do certain things. Call it “a
things-to-do list” if you will.

It would be nice if your things-to-do list consisted
of nothing more than having to accept incoming
requests from the users, finding holes to plug their jobs
into the schedule, and waiting for the jobs to show up
on the completed list. If that were the case, your
things-to-do list would be relatively small and
seemingly uncomplicated. If your AIS facility has such
an abundance of resources that any demands made by
the users can be easily met, then your facility is probably
wasting resources and incurring more expenses than it
should. This is probably not the case. To the contrary,
your command will probably have just enough
resources or too few.

As scheduler, you must decide which jobs to
process first, second, third, and so on. Which jobs can
be run together? You need to determine the job mix.
How big are the jobs in terms of memory use? What
resources do they use-disk drives, tape drives, printer,
and so on? How long will each job run? In what
environment must each job be run?

Under ideal conditions, you can work through your
things-to-do list in a relatively short period of time and
come up with a workable schedule. In reality, however,
things do not necessarily go according to plan or, rather,
according to schedule. Equipment, other people, and
outside influences are all problem areas.

A lack of productivity and missed deadlines can be
caused by unexpected problems, such as:

o

l

*

@

Late submission of input from the user;

Waiting for data entry to complete a job step;

Having to locate a missing file in the library;

Job stream parameters entered into the system
incorrectly.
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You may face any number of these and other
situations each day. You should have a backup or
contingency plan in the event you lose a piece of
hardware. For example, if the fastest printer is down,
will the user be satisfied with one printed copy now and
the remaining copies printed tomorrow? Or is there
another AIS facility in your immediate area that will let
you use its printer? It will be your job to prepare the
most realistic schedule you can, and then be ready to
adjust it. What tools will you have to help you prepare
the schedules? What information will you need? What
methods can you use? In the following section, we talk
about the types of information you will need to prepare
a schedule. Then we explore a few of the scheduling
methods you might use.

INFORMATION NEEDS

Regardless of the scheduling method used, you will
need to know specific types of information. Some
information is job-related; that is, information about the
resources, media, and time needed for a particular job.
Some information is AIS facility-related; for example,
workload, anticipated resource changes, number of
operators available, the system capabilities and
capacities, and so on. You will need to consider both.
Let’s look at the job-related and AIS facility-related
areas in a little more depth.

One of the most apparent pieces of job-related
information is that every job has resource requirements.
These requirements vary considerably from one job to
the next. One job may require 125K of memory with
no other peripheral devices except a printer for output.
Another job may require four tape drives, two disk
drives, a printer, and only 40K of memory. But a job’s
resources cannot be looked at in these terms alone. Can
you recall the terms PREcomputer and POSTcomputer
processing? All AIS facility resources must be
considered. You must consider data entry functions, job
setup functions, and output control functions.
Overloading data entry can delay jobs, causing them to
be assembled for computer processing later than
scheduled. Suppose I/O control is overloaded. What
difference would it make if jobs were processed and
completed as scheduled? They would only be delayed
because work is backed up or personnel are not
available. Overutilization of resources affects service.
Underutilization of resources is expensive and wasteful.
The balance will be up to you and the efficiency of your
schedule.

Another piece of job-related information to
consider is processing time. To set aside a sufficient
amount of time for processing, you must know how

long a job will reside in memory. Processing time is
normally estimated for a multiprogramming
environment since most computers today process
programs/data in this fashion, and job mix affects the
overall processing time for a job.

Let’s assume you have a static workload with no
jobs being added to or deleted from the schedule. Even
under these conditions, you can expect job processing
to deviate from the schedule. Why? you might ask. The
reasons for this are the uncertainty about job processing
time and disrupted processing. Take, for example, a job
that normally has a processing time of 45 minutes.
Today, because of a large increase in input, the job
processing time is 1 hour, thus delaying all the
following jobs by 15 minutes. This is unavoidable and
must be expected. The same is true of disrupted
processing, whether it is hardware failure or software
problems. One way to avoid these delays is to include
a specified amount of buffer time in your schedule. You
might add a safety factor of 10 percent to the expected
processing time. In our previous example where
processing time increased from 45 minutes to 1 hour, a
buffer time of 10 percent would only give you an
additional 4.5 minutes of processing time. This would
still have been inadequate. However, since all the
following jobs also have buffer time built into their
scheduled processing time, the job overrun should not
be that critical for meeting the overall schedule of a
shift.

Another piece of job-related information to
consider applies to multiprogramming environments.
The challenge here is to combine as many jobs as
possible so that each resource is used to its maximum.
In a nonmultiprogramming environment, you have no
problem in scheduling jobs because you can process
only one job at a time. However, resources are
underutilized, and that’s a fact you must live with. This
is a direct result of having all resources dedicated to one
computer, even when they are not needed. On the other
hand, multiprogramming allows you to execute several
jobs at the same time using as many resources as
possible. The difficulty of manually preparing such a
schedule for a system that runs in a multiprogramming
environment is in trying to obtain a job mix that makes
the best use of most resources without bogging down
the entire computer system.

Figure 1-5 gives you some idea of how main storage
and peripherals can be fully utilized as a result of the
proper job mix. It shows where the jobs are in memory,
and what tapes and disk drives are used by each job. It
also shows information about printing and printers. It

1-14



Figure 1-5.—Resource utilization in a multiprogramming environment.
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is difficult to obtain an optimum job mix using manual
scheduling techniques, but it can be done. Most often,
the solution to obtaining maximum throughput in a
multiprogramming environment (on a continuous
24-hour basis) is to use one of the more sophisticated
automated scheduling packages. These packages have
all of the considerations we have been discussing
programmed into the software.

Another piece of job-related information to
consider is job dependencies. Most AIS facilities
process both single-program jobs and multiprogram
systems. Examples of multiprogram systems are the
supply and 3-M systems. These systems consist of
many programs that are normally executed as separate
job steps within a system. Or, the programs may be
processed as separate jobs that must be processed in a
specific sequence. Therefore, you must know their
proper sequence. It would be foolish to execute a job
that prints the output of an updated file that had yet to
be updated. It should be just as obvious if a job
abnormally terminates that all jobs following it must be
canceled and rescheduled, allowing sufficient time for
the terminated job to be rerun. Canceling and
rescheduling dependent jobs may seem like an easy task
to perform. However, in reality, it can become a
complex and difficult operation.

And finally, we have priorities and deadlines to
consider. Some scheduling methods place primary
importance on priority. Each job is assigned a priority,
and the jobs are processed according to the
highest-priority job that can be scheduled based on
available resources. Priority scheduling is often used
in automated scheduling systems. Some scheduling
methods place primary importance on deadlines,
processing jobs according to the earliest deadline or
sometimes latest deadline. When you prepare a
schedule, remember to take into account job
requirements that include the following:

l

l

l

*

l

l

l
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Data entry;

Job setup and output control functions;

Computer processing time;

Resource requirements;

Operating environment;

Job dependencies;

Job priorities; and

Deadlines.

Now that we have covered job-related information,
we will discuss AIS facility-related areas and how these
can affect your production schedule.

You may recall that to prepare an effective sched-
ule, you must know your AIS facility’s resources: how
work comes into, flows through, and leaves your facil-
ity; the capabilities and capacities of your system; and
workload demands on the system. As a scheduler, your
goal is to match resource capacities (people, places, and
things) to workload demands while satisfying user
deadlines and priorities. This is often difficult to do,
especially when resource capacities vary because of
hardware failures, specific shift requirements,
personnel on leave, and unpredictable user demands.
Your workload can exceed capacity, which has a direct
effect on service. Or, the capacity can exceed the
workload. This leaves AIS resources underutilized. So
how do you reach a happy medium? you might ask. You
do it by ensuring that the workload demands put upon
the AIS facility’s resources are balanced as much as
possible and that the total resources available are kept
as close to the maximum capacity as possible.

The effective use of resources has a lot to do with
how you prepare a schedule. However, other things
affect scheduling effectiveness. One thing that disrupts
schedules is the late receipt of input from the users. This
often results in a lot of hectic activity. Data entry, possibly
I/O control, and computer operations have to try to meet
original deadline commitments. If they cannot, you, as
the scheduler, have to reschedule jobs, while dissatisfied
users complain because their jobs are not out on time.

But you say the user has no right to complain? You
are right. Often, the users do not realize they are the
cause of the delays. So what can you do? Educate
them! Inform the users of the effects late input submis-
sions have on the schedule. They sometimes do not
realize how long it takes to prepare their input. All jobs
scheduled should have an established input receipt time.
When scheduling, include in your schedule sufficient
buffer time between scheduled receipt time and actual
due time. And last, but not least, report scheduling
deviations and their causes to your superiors. In this
way, the process can be reviewed and improved.

Something else you have to consider in connection
with scheduling effectiveness is your ability to
reschedule quickly. You must be prepared to make
adjustments to schedules. You will have to contend
with power outages, corrective maintenance, deadlines
or priority changes, special job requests, and so on. You
must also consider processing delays. Rejected
transactions may have to be reentered before a priority
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job can continue. An unreadable tape or disk file may
have to be recreated. Errors in SCL statements in the
job stream may have to be corrected. The most serious
delays usually result from abnormally terminated jobs
and hardware failures. Regardless of what the situation
may be, you must be prepared to readjust schedules as
quickly as possible with a minimum of disruption.

PRODUCTION SCHEDULING

The AIS facility is tasked with the responsibility of
providing computer support to the command. This
includes support to medical/dental, supply,
administration, financial, and maintenance. Each of
these areas will have a subsystem coordinator assigned
to work with you on monthly schedule requirements
and on processing problems. You will also prepare
daily workload schedules.

MONTHLY PRODUCTION SCHEDULE
DEVELOPMENT

As the AIS manager, you will be responsible for
developing and distributing a monthly AIS operations
schedule. You have used monthly schedules, but you
may never have given much thought as to what it takes
to develop one.

To develop the monthly schedule, you must know
the requirements of all the application systems/jobs to
be run during the month. Many production jobs are run
on a cyclic basis—daily; Monday, Wednesday, and

Friday; weekly; monthly; quarterly; semiannually; or
annually. Be sure time is included for testing, planned
maintenance, file maintenance, and backup procedures.
For systems with online users, be sure to provide ample
capacity and time.

Schedule Review

Once you have developed the monthly schedule,
you must ensure that the schedule is adequate and meets
the requirements. To do this, you will see that the
proposed monthly production schedule is distributed to
the appropriate subsystem coordinators for their
review. Before the end of the current month, the
subsystem coordinators are to return the monthly
schedule with their concurrences or changes and
recommendations back to you for screening. You will
screen it to ensure they have not overscheduled any day,
and that there will be enough time for system backups
and planned maintenance. The screening process
should include a review by the production control
coordinator, who looks for any specific input/output
requirements. For example, special forms may have to
be ordered. This must be done early enough to have the
forms when the job is to be run. After screening the
changes and recommendations and making any
adjustments needed, have a smooth copy of the
schedule prepared and distributed to all subsystem
coordinators and the department head before the
beginning of the month to which the schedule applies.
Figure 1-6 is an example of part of a monthly production
schedule.

Figure 1-6.—Part of a monthly production schedule..
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Effects on Monthly Schedules

After the monthly schedule is completed and
approved, there will always be times when it has to be
changed. The subsystem coordinators are responsible
for adjusting their schedule and for submitting the
schedule changes to the AIS facility. Some of the things
that will cause the schedule to be changed are as
follows:

System/program errors. Jobs may abort
because of system or program processing errors.
The operator will get an error message or an
indication on the system console. This may
require the operator to reboot the system,
recreate an input file, or rerun a job. The
operator will annotate the run sheet describing
the problem. The abort code will be the key to
determining what caused the problem.

Software testing. You will schedule an amount
of time for software testing based on your best
estimate. No matter how much time you allow
for software testing, it will never seem to be
enough. Problems seem to arise every time you
start to test a new software system. These
include the system going down, the system
hanging up, the system entering a loop, or a
syntax error occurring that the programmers
missed.

New/changed requirements. There will be
times when jobs are added to the schedule to
meet special needs. Examples are budget cuts,
extra money at the end of the month,
requisitions, tracking, and assist visit
preparation.

Job conflicts. A job with a high priority maybe
submitted late.

Input files not available. Sometimes there will
be a delay in receiving the input files for a job.

Whatever the problem, it will be the production
control coordinator’s job, with your approval, to adjust
the schedule to accommodate the changes required.

WORKLOAD SCHEDULE DEVELOPMENT

When we talk about workload schedules, we are
referring to how to set up the daily work schedule in an
AIS facility. These are the daily adjustments to the
monthly production schedule and how they affect
personnel requirements and staffing. This is an internal

schedule that you will prepare for the AIS facility. The
format varies among facilities; there is no wrong or right
format. Normally, we break the day into three
shifts—days, eves, and mids. The day shift is
responsible for testing. The eve shift is responsible for
production. The mid shift is responsible for finishing
production and doing the nightly saves.

You will have to develop the workload schedule by
reviewing the monthly schedule and combining it with
any newer information. The input/output requirements
will have to be reviewed, and you will need to be ready
to make changes to the schedule based on unforeseen
events.

System Input/Output Requirements

Before a job is started, certain input and output
requirements must be met. The I/O control clerk must
review the production workload schedule to see which
job is to be run. Then the clerk must look at the job run
folder to make sure that all the input files are available
and all the necessary output media is readily available.

l

o

Input requirements. If the job requires tapes or
disk files as input, the I/O control clerk will
check with the media librarian to see if these files
are ready and available. And, if they are not
ready, when they will be available for the job. In
some cases, it maybe necessary to reschedule a
job while waiting for the input.

Output requirements. The job may require
special forms or multipart paper to be printed.
The I/O control clerk will check the job run
folder to see if the job will require any special
forms and then check to see that they are
available. The production control coordinator
will have looked at the requirements when the
monthly schedule was developed to allow
enough time to order the forms. The job may
produce output tapes or diskettes, requiring the
I/O control clerk to check with the media
librarian to make sure enough scratch tapes and
blank diskettes are available for the job.

Effects on Workload Schedules

On any given day or shift, almost anything can go
wrong. A job may abort. A tape may not read. User
requirements may change. A high-priority job maybe
submitted. Personnel may be called off the job to do
something else. This means there will be times when
you must change the way work is to be completed
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during the day. For example, to stay on schedule during
monthly, quarterly, or yearly processing, production
work will have to be run during the day shift. You may
also have to have additional saves run in association
with monthly, quarterly, or yearly processing. Another
example is as you are preparing to load a software
update, you might have special saves run during another
shift. This will ensure that the data is backed up and a
good copy of the software is available if the update does
not work properly. You may also have to reschedule
some of the production work.

Anytime the normal work schedule is changed, it
may affect the online users by slowing the system
response time or causing the system to be unavailable
to the users. Care must be taken when the schedule is
to be changed. Try to cause the minimum interruption
to online users, and do keep them notified of the
changes.

PRODUCTION PROCESSING

During production processing, the I/O control
clerk, production control coordinator, and operators
will monitor the schedule and the jobs to see that the
work is being accomplished as planned. When
problems arise, as they will, you may need to become
involved. You may be involved in determining the
cause of the problem and in working with the user to
solve the problem. The common causes of problems are
application program processing errors and system
downtime.

Users must be informed concerning any production
problems pertaining to their jobs. When you talk to the
users, you must know which job had the problem, what
the problem was, and what, if anything, AIS can door
did do to correct the problem. Besides notifying the
user of production problems, you will be required to
notify them of system downtime or nonavailability.
Setting up procedures for the operator and the
production controller to follow will help in solving
problems and in communications with users.

For online users, the subsystem coordinators are the
most qualified and highly trained individuals on their
particular subsystem and should be assisting users with
processing problems. This does not eliminate the need
for the operators to become knowledgeable in the
workings of each subsystem, since they normally are
called first when a problem occurs. You will need to
examine any production problems that occur and work
with the shift supervisor and/or production control

coordinator to be sure proper corrective action was
taken.

APPLICATION PROGRAM PROCESSING
ERRORS

To determine the causes of application program
errors, you have two areas of concern—hardware and
software. Let’s look at some of the most common
causes in each of these areas.

Hardware Problems

With respect to the hardware, not only each specific
piece of equipment is a possible cause of a problem, but
you also have external environmental concerns.

Some of the most frequent hardware problems are:

. Head crash;

. Tape drive damage to a tape; and

. Tape read/write errors.

If tape read/write errors cannot be conected by
cleaning the read/write heads, a maintenance technician
should be called. For head crashes and tape drive
damage, a maintenance technician should always be
called.

The most common external environmental
problems are:

l Loss of power;

l Voltage spikes; and

l Loss of air conditioning.

What action should be taken will depend on the
damage done. The operator may be able to recover the
job completely by rebooting and restarting the job. If
the data files have been corrupted, the operator may
need assistance from the user and/or the media librarian.

Software Problems

Examples of the common software problems are:

l Wrong file specified;

l Program entered a loop; and

l File not available.

The preceding is only a very brief list of possible
problems. There are too many different causes to list in
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this manual because of the number of different
application software programs being used.

To correct software-related problems, the operator
must refer to the job run folder and the program operator
manual for the corrective action to take. Your operators
will have predefined steps to follow when researching
the cause of the error in the specific program operator’s
manual. The operator manual explains the steps to
follow in connecting the problem and any restart points.
The job run folder will contain the name and phone
number of the person to contact if the problem cannot
be easily corrected.

SYSTEM DOWNTIME

The system downtime and nonavailability can be
categorized under two different topics—scheduled and
unscheduled.

Scheduled Downtime

Scheduled downtime and nonavailability include
the time for system saves, scheduled maintenance for
the equipment, and scheduled processing preparation.
You will include scheduled downtime on the monthly
production schedule when the requirement is known in
time. You may also add it to a workload schedule when
needed.

Unscheduled Downtime

Unscheduled downtime and nonavailability
include the system being down because of power
failures, the loss of air conditioning, or rebooting the
system. They may also include system degradation
because apiece of equipment is down, even though the
system can still be used for production. Since
unscheduled downtime is not something you can plan
for, you will have to react, replan schedules, and advise
users of changes when their work and/or deadlines will
be adversely affected. If you are using an automated

system, it is usually a simple task to produce a new
schedule. You can usually direct the system with a
command or two to produce a new schedule or a
simulated schedule. In a manual scheduling system, it
will require some cooperation between the subsystem
coordinators and AIS operations to replan the schedule
to get all the work done in a timely manner.

HELP-DESK SUPPORT

The help-desk procedures we talk about here are
those relating primarily to online users. To help your
operators communicate effectively with online users,
you will want to have procedures established for them
to follow. To develop help-desk procedures, keep
several steps in mind. These steps include logging the
problem, researching the problem, fixing the problem,
and analyzing the problem for possible changes to
training and/or documentation. Once the problem has
been fixed, the operator will notify the user that
processing may be continued. You will want to monitor
the help-desk support for its effectiveness and to
provide feedback to, and receive feedback from, the
users, subsystem coordinators, and managers as well as
your own staff.

Logging the Problem

The operator logs a problem to document its
occurrence and to provide the information needed to
solve the problem. The information includes the abort
code, what step in processing the user was doing, what
system the user was on, and what corrective action was
taken. Figure 1-7 is an example of a log sheet that can
be used for making entries. This log provides a tracking
system for user problems and can be used to show if a
pattern is developing. If a pattern develops, this log will
provide the necessary background information needed
when the programmer is notified.

Figure 1-7.—Help-desk log.
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Researching the Problem

In researching the problem, you will need the abort
code. With the abort code, you can determine the cause
and what action will need to be taken to get the user
processing again.

Solving the Problem

To solve the problem, the operator may have to
reboot the computer, reload a disk file, contact the
programmer, or have the users restart processing. All
these solutions are dependent on what the abort code is.

Monitoring Help-Desk Support

You will need to review the help-desk log to
determine if the problems reported can be corrected by
changing or adding a training program. To solve the
problem, you may need to update the program
documentation to show the problem and its cause and
solution. Be sure the users are receiving the types and
levels of support they need. Listen to them. Ask if they
are satisfied with the help-desk support. What else do
they need? Listen to your staff, get their ideas, and work
with them to continually improve support.

PRODUCTION CONTROL

When you hear the term production control, you
usually think of the quality of the facility’s output
products. This is not the only area of concern. You
should be looking at all areas of production, particularly
daily operations.

DAILY OPERATIONS

You will want to look at the previous day’s log.
Evaluate what happened.

l

l

l

l

l

l

Were all scheduled jobs run?

When something went wrong, was the user
notified?

What action was taken to correct the problem?

Was the job rerun?

Was it necessary to rerun a series of jobs? If so,
was it done?

Are there corrections/adjustments you need to
make to the workload schedule for today?

Remember, you are responsible for overseeing the
work accomplished. Provide feedback to the production
control coordinator, I/O control clerk, and shift super-
visor, as needed, to improve performance and operation.

Talk to the subsystem coordinators; are they
satisfied with the service and the products?

Look carefully at new applications:

How does the new application affect the
other applications running concurrently?

Can the system efficiently handle the new
work or do adjustments need to be made to
the job mix and schedules?

What is the impact of the new application on
online user response time?

Look carefully at modified applications:

What is their impact on the system?

Does it take more or less time to process the
modified applications?

Were any problems encountered?

Do you need to talk to users about the impact
of changes on the overall workload or
throughput time?

Look for trends in the production process:

— Are there times when the system seems
overloaded and slow?

— Are jobs backlogged that must be run the
next day?

— Are there times when the system is almost
idle?

Your review of daily operations and asking yourself
these questions will provide valuable input to that
process as well as having an impact on how jobs will be
scheduled in the future.

OUTPUT REPORTS

Output reports can be broken into two major
categories—management and customer/user reports.

Management Reports

Management reports are usually a consolidation of
information prepared for presentations and briefings.
These reports sometimes require a cover letter or your
comments as to the content. You will need to review
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the data contained in the reports to make sure it is valid.
You will also be responsible for ensuring that the reports
are complete and presentable. When we say
presentable, we mean readable—all the characters are
there and can be read. It would be unprofessional to
submit these reports in less than perfect condition.

Customer/User Reports

Being involved in a customer-oriented service, you
have overall responsibility for ensuring the quality of
all the products prepared in the AIS facility. The main
complaints from users are poor print quality, missing
pages, and poor alignment of the printing. Remember,
this checking applies to all reports that leave the AIS
facility. Be sure your operators, production
coordinators, and I/O control clerks know the standards
of quality expected. Ensure they are checking the
products during processing and before sending them to
the customer/users.

1 .

2 .

AUTOMATED INFORMATION
SYSTEM (AIS) REPORTS

You will be expected to prepare a variety of reports.
It will be your responsibility as a technical AIS manager
to report to upper management on the status,
performance, equipment inventory, and requirements of
the AIS facility. At a minimum, you should include
information concerning your areas of responsibility
including user-related information. The form of these
reports is the responsibility of each parent command’s
upper management. We can only provide examples and
general suggestions, not authoritative guidance.

Reports should be regular, concise, and graphical,
if possible. The amount of information you report
should not exceed upper-management’s requirements.
“Too much, too often” is a problem common to many
performance reporting schemes. Information should be
easy to understand, but sufficient to support the
decision-making process. The reports should compare
the facility’s current level of performance against a set
of predefined performance goals.

3 .

4 .

Examples of reports needed for management of an
AIS facility include the following:

l

l

l

l

Hardware and software projection reports;

Application software performance reports;

System utilization reports; and

Operating system software reports.

HARDWARE AND SOFTWARE
PROJECTION REPORTS

Along with life-cycle management, you will be
required to prepare reports to project what hardware and
software will be needed to meet the command’s future
missions. It is important to keep this in mind as you
submit the Abbreviated System Decision Paper
(ASDP), as required by Life Cycle Management Policy
and Approval Requirements for Information System
Projects, SECNAVINST 5231.1. The following is a
brief overview of a portion of what is required in the
ASDP:

Outline the need for automation as it relates to
specific elements of the command’s mission.
Summarize the fictional requirements and
information-dependent tasks.

Summarize the selected Federal Information
Processing (FIP) resource solution (functional
requirements of the hardware and software)
intended to satisfy the information processing
need. Explain the acquisition strategy,
indicating whether acquisitions will be
competitive or noncompetitive and from what
source the hardware and software may be
acquired.

Summarize the projected costs (personnel,
hardware, software, security mechanisms, and
facilities) associated with developing an
operational system.

Include any additional information that will
facilitate understanding and evaluating the
information system proposal. Training,
security, privacy, maintenance, mobility, and
site preparation should be addressed.

You will be expected to have the insight to predict
the future, since the users will not always know what
they will need later.

APPLICATION SOFTWARE
PERFORMANCE REPORTS

Management will require reports that show whether
the application software in use is performing as
designed. Here are two items of information to include
in these reports:

l Average length of time any particular job
remains in the system; and
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How long a priority job (priority 1, 2, and 3)
waits to be run.

This information can be used to change your
existing standard operating procedures (SOPs) and aid
in preparing schedules. For example, you might want
to change the maximum time a priority job waits to be
run.

HARDWARE UTILIZATION REPORTS

In addition to the application software performance
reports, you will prepare the reports that cover hardware
utilization. Your hardware utilization reports should
include the following types of information:

The amount of system idle time;

The amount of system setup time;

The amount of system production time;

The amount of downtime, not only for the whole
system but also for each particular piece of
equipment. (This could help you explain why
the idle time seems unusually high, if it does.)

This information can help you schedule the work for
your system. Keep in mind that under-utilization of
hardware can result in a loss of equipment and/or
personnel. Equipment may be removed if it is not being
fully used. If you aren’t doing the amount of work for
the number of people assigned, you may have billets
taken away.

OPERATING SYSTEM SOFTWARE
REPORTS

Operating system software reports are primarily
used for the AIS facility’s research. They can cover
such problems as hardware under-utilization and
application software aborts.

Hardware under-utilization can be measured by
excessive idle time. This can be caused by no jobs to
be run or no users logged on. Also, constant or
excessive downtime for a specific piece of equipment
with no effect on production will be considered as a
waste of hardware.

Some of the most common problems that result in
application software aborts are as follows:

Wrong file specified. The wrong-file-specified
abort can be caused by transposing the characters
in the file name or inputting an old file instead
of the new file.

Job run out of sequence. The job-run-out-of-
sequence abort can be caused by the schedule
being incomplete, not listing all the jobs, or the
schedule not being turned in on time. Another
cause might be an inexperienced operator
running the wrong job.

File currupted. The file-corrupted abort is
normally caused by a system failure. This can
be the result of a disk head crash, the loss of
power, or a power fluctuation.

File not available. The file-not-available abort
is caused when the input file was not received or
when the job was run out of sequence and the
input file has not been created yet.

Out of free disk space. The out-of-freeidisk-
space abort is usually a result of poor
housekeeping techniques. For example, files
that are no longer needed have not been
removed. Be sure housekeeping tasks are
performed on a regular basis. This problem also
can be remedied by using some of the
performance-tuning initiatives discussed later in
this chapter.

These operating system software reports are a good
source of information for preparing the management
reports and aiding in the performance-tuning initiatives.
We also need these reports for background information
for submitting trouble reports, which are covered later
in this chapter.

EQUIPMENT INVENTORIES

With the ever-increasing need to trim the budget,
AIS resources have become a critical area. This is
causing a real need for accurate and complete computer
hardware inventories. We must verify the accuracy of
these inventories annually to ensure we can support our
command’s mission.

When new equipment is acquired, it is to be added
to the inventory. The inventory will contain such
information as:

l Manufacturer;

l Type of equipment;

l Model number;

l Serial number;

Q Minor property number;
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Location; and

custodian.

Normally, a complete inventory is conducted
annually, with spot inventories conducted periodically
throughout the year. All of this will be controlled by
your local SOP.

PERFORMANCE-TUNING
INITIATIVES

The reports we have covered are good sources for
determining what performance-tuning techniques to
implement. Now let’s look at some performance-
tuning choices available, both hardware and software.
Be sure they are authorized by your command before
implementing them.

HARDWARE

Three possible hardware choices are as follows:

l

l

l

Increase computer memory;

Reduce file fragmentation; and

Add or change a disk drive.

Increase Computer Memory

To increase a computer system’s memory, we can
add memory chips or memory boards. This will allow
us to run larger, more complex programs on the system.
We can also create cache memory, which is used with
the central processor to improve execution speed and
enhance central processor performance. This is
accomplished by reducing the access time required to
repeatedly fetch frequently used information stored in
main memory. For average program mixes, cache
memory yields a 50-percent increase in processing
speeds. The cache memory is a random-access memory
(RAM) buffer that provides high-speed storage
capabilities from main memory and makes this data
available to the central processor with a private central
processor/cache interface.

Reduce File Fragmentation

File fragmentation occurs when you delete a file,
leaving, basically, a hole in the information on the hard
disk, or when you add information to an existing file
when there is no contiguous space left next to the file.
To correct fragmentation, you can make a backup,
reformat the hard disk, and restore your files. You can
also run a software program referred to as a
defragmenter to reorganize the files so the data in each
file is contiguous.

Add or Change a Disk Drive

By adding a new disk drive or replacing a disk drive
with a larger drive, you will reduce the problems you
may have with disk space. Remember, if you add or
change a disk drive, you must modify the system setup
so the system will recognize the new drive.

SOFTWARE

Let’s look at some operating system changes
available. Remember, anytime you are preparing to
make changes to your operating system, you must
consult the system operator manual first. It will show
you what can and cannot be changed on your particular
system. The operating system changes you can make
are as follows:

. Reconfigure the system;

l Change buffer sizes;

l Change memory addresses.

Reconfigure the System

When we reconfigure the system, we can move the
device drivers into extended memory. We can move
disk files from a smaller capacity disk drive to a larger
capacity drive; this will also help with fragmentation.

Change Buffer Sizes

By changing buffer sizes, we increase the
input/output activity of the system, resulting in the job
finishing faster. This will also help reduce the chances
that the system will lock up.

Change Memory Addresses

By changing memory addresses, you can tailor
extended and expanded memory to the system’s needs.
This results in freeing memory for the execution of
production jobs.

TROUBLE REPORTS AND
TECHNICAL ASSISTS

You will be responsible for submitting trouble
reports on software and hardware problems.
Remember to follow the instruction from the command
receiving the trouble report. In most cases, this will be
the Navy Maintenance and Supply Systems Office
(NAVMASSO). As shown in figure 1-8, the trouble
report contains a lot of information. Items 13, 14, and
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Figure 1-8.—Typical trouble report form.

1-25



15 are reserved for the receiving command’s use. Most
of the items are self-explanatory, but let’s cover two that
aren’t as obvious.

Item number 3 asks for the priority assigned.
Critical means that you cannot work around the
problem to continue operating. Urgent means that you
can work around the problem, but a resolution is
required immediately. Routine means the correction is
needed, but you can work around the problem and live
with it until it is fixed.

When you start to fill in item 11, remember to enter
a complete, detailed description of the problem you are
experiencing. Include the screen or menu number, if
applicable, the option number, if applicable, and any
error message received.

Various procedures will have to be followed for
personal computers (PCs), depending on the problem.
For commercial software problems, inform the software
manufacturer of the problem giving as much
information as possible. Normanlly, the manufacturer
will tell you how to correct the problem over the phone,
or if the problem will be corrected with the release of
the next version of the program. For hardware, it is
usually covered by either a maintenance contract or
manufacturer’s warranty. With a maintenance contract,
you will follow the instructions for repair as outlined in
the contract. The owner’s manual of equipment
covered by a manufacturer’s warranty will have a phone
number to contact a repair technician.

SOFTWARE TROUBLE REPORTS

Normally, the trouble reports for the software are
submitted by that subsystem’s coordinator, after
notifying the AIS facility.

Some of the most common trouble reports for
software include the following:

l Monthly files are not being cleared at the
beginning of the new month.

l Report titles are wrong.

. Bad data was entered into a file and cannot be
removed through normal procedures.

HARDWARE TROUBLE REPORTS

It is the AIS facility’s responsibility to submit the
trouble reports on system hardware problems. The
common reasons for hardware trouble reports include
the following:

A file has become corrupted and no good save
tapes are available to rebuild the file.

The system keeps hitting 100 percent of capacity
and locks up.

The system keeps dropping I/O channels.

If the hardware problem can be traced to a specific
piece of equipment, notify the maintenance technicians
to handle the problem.

TECHNICAL ASSISTS

After submitting a trouble report, you will need to
coordinate with the central design activity to see if the
problem can be taken care of over the phone or if it will
require a technical assist. If it requires a technical assist,
there may be a requirement to arrange for
transportation, entry to the facility, and/or escorts. You
will need to schedule time for the technician to use the
system and notify the users that the system is
unavailable.

OPERATIONAL GUIDELINES

When preparing the operational guidelines for your
facility, you should consider four major areas as
follows:

. Future growth capabilities;

o Backup operations;

l Contingency plans and disaster recoveries; and

l Emergency responses.

To develop these and other operational guidelines,
you will need to review the current SOPS, command’s
mission, run folders, and monthly production
schedules. While reviewing these, you are looking to
make sure that the current and/or proposed operational
guidelines will allow the AIS facility to meet the
command’s mission.

FUTURE GROWTH CAPABILITIES

Projecting future growth capabilities is often the
most overlooked operational guideline. Projecting
future growth should have been done when the system
was designed, but it can be done at anytime it is needed.

Users are one of your last sources of information
when it comes time to start projecting. They know how
their workload has increased in the past and can forecast
what it will be in the future. With this information, and
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by knowing the limitations of the existing system, you
can project what additional equipment will be needed
to handle the future workload of the command.

This may include additional network drops and
terminals located throughout the command, spare parts,
backup media, and personnel. The most important
thing to remember when projecting the future growth
capabilities is to take your time when doing the
research. You don’t want to come up short when
requesting the additional materials that you expect to
need later on.

BACKUP OPERATIONS

Backup operations fall into two categories: normal
and special saves.

Normal saves. Normal saves are the ones worked
into the monthly production schedules. These saves are
normally done every day or night and are the most
important recovery tool available to you.

Special saves. Special saves are the ones that need
to be done before and after the implementation of a
software upgrade and during monthly and yearly
production runs. The saves that are done in association
with a software upgrade are not covered on your
production schedule, since upgrades are not released on
any published schedule.

CONTINGENCY PLANS AND DISASTER
RECOVERIES

The most important part of disaster recovery is
having a contingency plan and current backup files.
The AIS facility’s contingency plan covers what is
required to get the facility back online as soon as
possible. Your contingency plan should include
emergency response, backup operations, and recovery
plans. To have current backups, we must ensure that
normal saves are done as scheduled. The saves can be
categorized as either whole system or data file saves.
The AIS facility’s resources, schedule, and instructions
will be the governing factors as to which category of
saves and the frequency with which the saves will be
done. For further guidance, as to the minimum
frequency and the category of saves, refer to the local
type commander’s (TYCOM) instructions.

Another part of the recovery process is making sure
that replacement parts are available. There are
constraints as to the number of parts maintained
onboard your activity. Before a major deployment (or
periodically for shore activities), it is important to take

an inventory of the parts so if the parts are not on board,
they can be ordered.

EMERGENCY RESPONSES

The last major area we are going to look at is
emergency response. When a problem occurs, such as
a job aborts or the system goes down, the steps you and
your AIS staff must follow are:

1.

2.

3.

Log the problem. A good rule is to log
everything; this can save time and help to
identify problems early.

Notify management, users, and the
maintenance technician. By notifying
management, you provide them the information
they need to answer questions and make
decisions concerning the system. If the users
are kept informed, they won’t be as apt to keep
calling the operators when the operators are
busy trying to get the system back up and
running. In notifying the maintenance
technicians, whether hardware or software, you
need to tell them what you were doing, exactly
what happened, and what you have tried to do
to fix the problem.

Adjust staffing when possible. Adjusting
staffing works in two ways. If the system is
going to be down for an extended period of time,
it is a waste to keep all the operators there with
nothing to do. Likewise, there are times when
additional expertise will have to be brought in
to help get the system up and running. Either
way, this will be your decision as the AIS facility
manager. You will have to analyze the situation
and decide what skills are needed to solve a
problem, who has the skills, who is available,
how many personnel are needed, and so on.

EMERGENCY URGENT CHANGE
REQUESTS

Occasionally, the best-laid plans will have to be
changed. One of these times is when an emergency
urgent change request (priority job) comes in.
Normally, there is a good reason for each emergency
urgent change request. These change requests cover
both application and system programs.

For application programs, some reasons for urgent
change requests are a special report needed for a
meeting, last-minute corrections before starting a
monthly or yearly job, and a deadline that is moved to
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an earlier time. Invariably, a priority job comes in that
must be run just when the shift is almost over. Being a
customer-oriented service, it is our job to get the
product out.

With system programs, three common reasons for
urgent change requests are special saves, changes to the
operating system, and system testing by NAVMASSO.

SUMMARY

Scheduling is the interface between the user, I/O
control, and computer operations. The scheduler’s job
is to follow the AIS facility’s scheduling procedures to
develop daily, weekly, and/or monthly production
schedules.

You will be depended on to effectively and
efficiently schedule the computer and other related
resources of your AIS facility to meet user processing
requirements.

Input/output control is an important AIS function.
It is the point of contact for AIS users (customers). Like

in any other business, customers must be treated with
courtesy, tact, and diplomacy. It is the I/O clerk’s job
to receive jobs from users; maintain logs, prepare jobs
to be run on the computer; make sure everything is
ready on time; communicate with users on job
requirements and problems; and check, prepare, and
distribute output products.

Each of the I/O control clerk’s tasks may involve
customer liaison. Maintaining good customer relations
is as important as processing the customer’s jobs.

We talked about different types of reports,
performance-tuning initiatives, application software
libraries, trouble reports and technical assists,
operational guidelines, and emergency change requests.
This is, by no means, a complete list. As you continue
in your career, you will be adding new skills and more
responsibilities to these. This chapter gives you the
foundation needed to build on, with the skills you have
and those you will learn.
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